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I. INTRODUCTION

As satellite constellations become more widely adopted
for observation, navigation, and communication applications,
resiliency measures must be in place to ensure these constella-
tions and the applications they support are not compromised.
This adoption of satellite constellations for numerous appli-
cations coincides with the trend of constellations moving out
of Geosynchronous Orbit (GEO) to Low Earth Orbit (LEO).
LEO satellites have advantages: launching to orbit is less
expensive, less complicated, inexpensive components can be
used, and communication latency is lower. LEO satellites also
have drawbacks: they do not fly above a consistent point
on earth’s surface and they often times leverage commodity
hardware and software, potentially opening the satellites to
unanticipated vulnerabilities. So, LEO constellations spanning
multiple orbital planes necessarily forms a changing topology.

Our goal is to improve the resiliency of satellite routing
when some nodes are compromised. For our first step towards
this goal, we created a testbed in Mininet [1] to simulate a
satellite network in a Walker-Delta constellation. We then use
this testbed to assess the impact of a satellite network where
some nodes fail to forward packets, either due to an attack or to
environmental conditions such as radiation. Our results will be
used to guide future work to improve satellite communication
security.

II. FAULTS OF AND ATTACKS ON SATELLITE NETWORKS

Single-event upsets (SEUs) can occur in LEO satellites
when radiation with sufficient energy impinges on memory.
SEUs can cause arbitrary modification to packet data, causing
them to be dropped when checked for integrity [2]. In addition,
these radiation events could cause any number of operating
system level failures, resulting in system crashes or lockups.

Supply-chain attacks [3], where a malicious vendor provides
vulnerable computer chips or code for the satellite systems,
can cause similar system failures. Attackers could cause any
number of different system failures, including modifying data,
dropping data, and even taking over the entire satellite. While
these attacks can be malicious, they can also be a byproduct
of a supplier trying to cut costs by swapping a more expensive
and reliable part with a cheaper replica. In our threat model,
the adversary may modify the hardware and/or the software
of a single or a few satellites, resulting in dropped data.

III. SATELLITE NETWORK MODEL

We model our constellation as a Walker-Delta constella-
tion [4], of which Starlink [5] is a recent commercial adap-
tation. In our model, each satellite has four laser transceivers
to connect with nearby satellites. We assume that satellites
have perfectly circular orbits, with no deviation from their
ideal locations.We provide analysis for two different satellite
network topologies: static and dynamic. In the static topology,
each satellite maintains four permanent links, two to the
nearest neighbors within its orbital plane and two to the
satellites in the same phase of the adjacent orbital planes. This
topology is consistent with existing work [6].

We also define the dynamic topology, where each satellite
maintains three permanent links and use their forth link
temporarily connect with passing satellites. The first two
permanent links connect a satellite to each of its neighbors
within its orbital plane. The third permanent link connects to
a satellite in a neighboring orbital plane, with each satellite
within an orbital plane alternating the direction of this link
between east and west. These permanent links are used to
ensure that the network remains connected. Each satellites’
fourth link is used to form temporary links with passing
satellites.

Fig. 1. The orbits of satellites on a projection of the earth, showing how two
satellites might pass each other despite several orbital planes apart.

During the orbit of satellites in a Walker-Delta constellation,
satellites travel both northeast and southeast. Satellites that are
travelling in different directions near the same point would
be very far away from each other in the static topology. For
example, in Fig. 1, the green and pink orbital planes intersect
twice, but a satellite in the green orbital plane would need to
send a packet around the world in order to reach a satellite



in the pink orbital plane when both satellites are near this
intersection. By allowing satellites to create temporary links
as in the dynamic topology, these two satellites could directly
connect to each other, significantly reducing the distance a
packet must travel. By keeping the three permanent links, the
constellation remains connected.

IV. CONSTELLATION ROUTING

Routing within a satellite constellation has several chal-
lenges. Because the topology changes are predictable, many
existing routing algorithms waste bandwidth and computation
responding to these changes, resulting in poor network perfor-
mance. However, the location and connectivity of the network
is predictable as long as all nodes are behaving as designed.

Several routing protocols have been proposed for satel-
lite constellations. Orbit Prediction Shortest Path First (OP-
SPF) [7] is a routing algorithm based on the Open Short-
est Path First algorithm, but modified to handle changing
satellite topology. SLT [6] is an algorithm based on OPSPF
which removes untrusted nodes before calculating routes.
DisCoRoute [8] is a another routing algorithm based on
knowledge of the locations of satellites. DisCoRoute selects
the path where inter-orbital plane hops are nearest to the poles,
where links are shortest. This approach approximates the
shortest paths while requiring significantly less computation.

V. CONTRIBUTION

We evaluate how a small number of compromised nodes
affects how much of the constellation can be reached. Using
our testbed, we simulated a constellation with 12 orbital planes
and 8 satellites per plane at a 53◦ inclination angle. We tested
1-5 compromised nodes in the constellation, with 3 random
sets of compromised nodes per test case. To measure the
availability of all satellites in the constellation, we examined
both the static and dynamic topology, where we send packets
to every node in the network from the same source node. Fig. 2
shows that with static routing approaches, such as OPSPF, only
a small number of compromised nodes can cause a satellite
to lose the ability to reach to many other satellites in the
constellation. Ideally, a few compromised nodes would not
block packets because the network is intrinsically redundant.

Our results show that as the number of compromised nodes
increases, the dynamic topology exhibits better availability
than the static topology. This is because, in the dynamic topol-
ogy, each satellite is connected to more different satellites.
Thus, a single compromised node might lose influence after a
short period of time.

VI. CONCLUSION

Our preliminary results show the shortcomings of the static
topology. With a small number of compromised nodes, many
nodes are made unreachable. The dynamic topology allows
nodes to utilize different paths more often, reducing the effects
of a small number of compromised nodes.

For future work, we will develop Trust-Based Satellite
Routing (TBSR), a routing protocol leveraging static routes

Fig. 2. The percent of reachable nodes with a small number of compromised
nodes. The error bars show two standard deviations. The dynamic topology
is more resilient to a small number of compromised nodes.

for satellite constellations that also utilizes trust to detect
malicious or compromised nodes, then route around them.
The whole constellation gains resiliency because satellites
will be able to adaptively route around compromised nodes
after detecting their behavior. When a particular satellite is
found to be compromised, new routes are calculated to avoid
it, preventing a single satellite from significantly degrading
network performance. Additionally, our threat model only
considers satellites that drop all traffic routed through them,
which will be expanded for future work.
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